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Abstract—Micro-Aerial Vehicles (MAVs) have the advantage of moving freely in 3D space. However, creating compact and sparse map representations that can be efficiently used for planning for such robots is still an open problem. In this paper, we take maps built from noisy sensor data and construct a sparse graph containing topological information that can be used for 3D planning. We use a Euclidean Signed Distance Field, extract a 3D Generalized Voronoi Diagram (GVD), and obtain a thin skeleton diagram representing the topological structure of the environment. We then convert this skeleton diagram into a sparse graph, which we show is resistant to noise and changes in resolution. We demonstrate global planning over this graph, and the orders of magnitude speed-up it offers over other common planning methods. We validate our planning algorithm in real maps built onboard an MAV, using RGB-D sensing.

I. INTRODUCTION

One of the most fundamental problems in robotics is planning paths through known maps, often referred to as global planning. While there are multiple classes of solutions to this problem, including sampling-based methods like RRTs [1] and search-based methods like A* [2], one class of solutions that has not been used for many real problems in 3D: topological planning.

Extracting the topology of a 2D map built by a ground robot to use for planning has been a well-studied topic, including methods that allow the topological graph to be created incrementally and maintained online [3], [4], [5]. Most of these methods start with a Euclidean Signed Distance Field (ESDF), also known as Euclidean Distance Transform (EDT), of the space, where each point in a 2D grid stores its distance to the nearest obstacle. From the ESDF, it is then possible to generate the Generalized Voronoi Diagram (GVD) of this space by finding all the points that are equidistant from two or more obstacles. This set of points represents the ‘ridges’ in the ESDF and is also known as the medial axis. With some additional filtering and generation rules, the GVD can be used to create sparse paths through the environment which maximize obstacle clearance and preserve topological connections within the space.

However, these approaches have scarcely been extended to 3D for robot planning. Hoff et al. [6] and Foskey et al. [7] explored using GVDs in 3D (generated by computing 2D slices of the GVD at various heights on GPU) given perfect CAD mesh data of the environment for path planning. To the authors’ best knowledge, no work has generated and used 3D GVDs for path planning on noisy, real-world data.

The contributions of this work are as follows:

• a novel method of extracting thin skeleton diagrams from real, noisy sensor data in dense voxel grids

Fig. 1: Sparse graph skeleton (black) and paths planned through a map created from on-board RGB-D sensing on an MAV in a machine hall. Yellow shows the initial path planned through the skeleton, orange is a dynamically-feasible path based on the initial path, and red is re-optimized to avoid collisions with the environment.
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II. RELATED WORK

In this section, we discuss existing robotics planning literature, with a focus on methods that exploit the topology of the scene. We split our discussion into 2D methods and 3D methods.

A. 2D Planning

Thrun was one of the first to show topological grid-based planning in 2D for ground robots [3], where he built a topological map from Voronoi Graph, focusing on “critical points” (doorways, etc.) to divide into topologically separate regions, and was able to show a three orders of magnitude speed-up over grid-based planning.

More recent work has focused on building signed distance fields and GVDs incrementally and in real-time. Kalra et al. introduced the original dynamic brushfire algorithm, which is able to maintain the accuracy of the underlying signed distance field by using raised and lower wavefront propagation, and by keeping an updated list of GVD candidates [5]. Lau et al. further extended this method to create one-voxel-thin GVDs that better represented the topology of the underlying space [4].

Fang et al. use 2D GVDs to inform sampling in 3D space for MAV navigation in indoor environments [12]. They build a 2D GVD from a down-projection of the environment, and use this to overcome the difficulties that sampling-based methods have with narrow corridors and openings. In contrast, our method actually builds a 3D GVD, fully capturing the geometry of the space.

B. 3D Planning

We will cover three different categories of 3D planning: GVD-based 3D planning in CAD meshes, building topologically-aware maps based on something other than the GVD, and finally methods that explicitly model polygonal bounds of free-space regions for planning.

Hoff et al. presented a 2D but 3D-applicable method for building GVDs and then planning using potential fields in them. 3D is done with multiple 2D slices, and computed using graphics hardware [6]. The obstacles are from a labelled CAD model, and obstacles are defined per-object for the purposes of Voronoi boundaries (that is, a point belongs on the GVD if it is equidistant to two distinct objects, rather than any surface boundaries). Foskey et al. extended [6] to use a GVD for path planning directly in the graph, and if no solution through the GVD is found, use Probabilistic Roadmaps with sampling informed by the GVD.

Other methods for building topologically-aware graphs include SPARTAN, where a distance field is computed up to a certain distance from obstacles [13], and connected in straight lines between distance field boundaries. This representation is well-suited for very sparse environments, as it allows shortcuts through large open-space regions, but does bug-algorithm-style planning around obstacles. While their method is based on visibility graphs, we use Voronoi diagrams as our basis.

Another method is presented by Blochliger et al., where SLAM-map landmarks projected into an occupancy map and then free-space is grown from the original robot map-inspection trajectory into mostly convex 3D clusters [14]. These clusters are then connected based on overlap to create a sparse navigation graph. The downside of this approach is that it heavily depends on the initial inspection trajectory rather than the inherent structure of the space.

Finally, another representation that has advantages for dynamics-aware planning is representing the environment as convex free-space regions. A well-known method is IRIS [15], which iteratively breaks up a world into polygonal free-space regions from a seed point, but takes hours to compute on any non-trivial 3D environment. Liu et al. attempt to overcome this speed limitation by building convex free space regions online, around an initial path found through $A^*$ or JPS graph search in a discretized space [16]. However, the final path will be a homotope of the initial $A^*$ path, so the free space regions can only be used for local refinement of the trajectory. Similarly, Chen et al. exploit the structure of their obstacle map representation, Octomap, to grow and merge free-space axis-aligned cubes around an initial path and find solutions through this reduced graph, and then refine them using polynomial trajectory optimization [17].

In contrast to all these methods, we compute the GVD-based topology of an entire noisy map, can be built online on-board an MAV, efficiently represents the underlying topology of a space, makes no assumptions about obstacle densities or using initial graph-search solutions.

III. SKELETON DIAGRAM CONSTRUCTION

Our method consists of two main components: first, building a one-voxel-thick skeleton diagram in the voxel space, which preserves the topology and connectivity of the original space while having as few elements as possible, as can be seen in 2D in Fig. 3. This is the closest analogue to the 2D topological maps used by Lau et al. [4]. Second, generating a sparse graph out of the diagram, which is no longer bound to the voxel space, and instead consists of graph vertices connected by straight-line edges.
The overall system diagram is shown in Fig. 2. The general order of steps is to generate the Generalized Voronoi Diagram (GVD), or medial axis, of the space, extract its edges and vertices, thin the diagram, then create a sparse graph by following edges in this diagram, and reconnect disconnected subgraphs in the final graph.

A. GVD Generation

In order to generate the original Generalized Voronoi Diagram, we follow the common approach of finding “ridges” in the signed distance function [18], [7]. Finding the GVD is analogous to finding a discretization of the medial axis of the free-space, which has been well-studied in 2D robotic planning problems [3], [4]. In 2D, the medial axis consists of connected lines that maximize the distance from obstacles, as shown in Fig. 3. However, since the medial axis has one dimension less than the original shape, when this is generalized to 3D, the medial axis consists of (potentially curved) planes that maximize this distance. To make the problem as sparse as possible for planning, we discard the planar representation and aim instead to find the medial curve skeleton, which consists of 1-voxel-thick lines in 3D. This is analogous to the edges and vertices of the 3D GVD, discarding the faces.

We begin with the same general approach as Foskey et al. [7] to find all the points that belong on the medial axis. To do this, we iterate over all voxels in the ESDF that are in free space, and compare their parent direction with the parent direction of their 6-connectivity neighbors. Each voxel stores the direction to its “parent” point on the object surface (the closest occupied point to the voxel). Note that we could also follow the 2D approach of Lau et al. [4] and store the GVD candidates from the termination of the wavefront to avoid having to check all the voxels in the map.

When the medial axis is constructed from CAD-generated data, where it is known which surface belongs to which object, it is sufficient to check if the neighbors have different parents or basis objects [6]. However, with noisy real-world data and discretized map representations, as shown in Fig. 3, it is difficult to tell which points belong to which objects, and noise on the surface boundary creates many spurious medial lines.

To combat this problem, we adapt the θ-SMA approach [11], which creates a simplified medial axis (SMA) based on a minimum θ angle between basis points. In our discretized ESDF, we compute whether a point belongs on the medial axis using:

\[
\frac{\mathbf{n}_p + \mathbf{n}_d}{\|\mathbf{n}_p + \mathbf{n}_d\|} \cdot \frac{\mathbf{v}_p}{\|\mathbf{v}_p\|} < \cos \theta, \tag{1}
\]

where \(\mathbf{v}_p\) is the parent direction of the current voxel, \(\mathbf{n}_d\) is the direction from the neighbor voxel to the current voxel, and \(\mathbf{n}_p\) is the parent direction of the neighbor voxel.

Passing this check means that the point has at least two distinct basis points on object boundaries.

B. Edge Extraction

Now that we have all the points that belong on the medial axis, we need to classify them as edges, vertices, and faces, as we aim to only keep the one-voxel-thin lines that sparsely describe the topology of the space.

In a perfectly modeled environment, the edges of a 3D GVD are defined as having three basis points, and vertices as having four [6]. However, due to discretization error, and the actual Voronoi boundaries falling between voxels, some edges disappear and spurious edges appear by this definition, as shown in Fig. 4(a).

Since the Voronoi boundaries are also edges of the faces of the medial surface, we instead choose a method more stable to discretization error and noise in the boundaries: extracting edges of the medial axis, to create medial lines. We use the metric of how many of the voxel’s 26-connected neighbors belong to the medial axis to determine whether it is an edge. We preserve all voxels with at least 18 neighbors, which creates the thick but complete skeleton in Fig. 4(b).

However, even this definition is not free of errors introduced by discretization, especially depending on the size of the voxels. Lau et al. suffered the same problem in
their 2D GVD, where many lines are two-voxels-thick, and create spurious connections. Their solution was to introduce two connectivity templates, which all pixels on the GVD were verified against to ensure that they were necessary to maintain the topology of the graph. However, since 3D topology is much more complex, it is not sufficient to verify our edge voxels against connectivity templates; we must instead do a topology- and connectivity-preserving 3D thinning operation, described in the section below.

C. Thinning

In order to remove spurious double lines, we refer to digital topology literature which builds 3D skeletons out of discretized shapes using recursive thinning [19], [20], [21].

We follow the general approach described in Lee et al., which would also allow parallelization of the thinning operation [21]. First, all voxels that are part of the shape are checked against one of several deletion templates. We choose to use the patterns from She et al. [19], due to their simplicity and not requiring more than the 3×3 neighborhood for every voxel, shown in Fig. 5(a). The neighborhood of the center voxel is evaluated against these templates. In the templates, a point may be either foreground (black, edge or vertex neighbor), background (white, face or non-GVD neighbor), or “don’t care” (unmarked). “Don’t care” points can match against either value.

Once a point is shown to match one of the templates (or any of its 90° rotations or mirror operations), it can be removed if it is a simple point: that is, if the connectivity of its neighbors would be preserved without it [21], and not an end-point: has more than one 26-connected neighbor. This definition is both for groups of connected foreground voxels (connected using 26-connectivity) and connected background voxels (connected using 6-connectivity). Therefore, to verify that a point is simple, we need to verify that the number of connected components in its neighborhood remains the same without it. We do this using the octree adjacency tests proposed in Lee et al. [21].

However, since our edge-extraction heuristic produces 6-connected edges, removing all simple points that are not end-points leads to incorrect removal of some diagonal edges. This is due to the simplicity of the end-point test: a 6-connected end-point actually has 2 26-connected edges. Classifying any point that only has one 6-connected neighbor leads to incorrect preservation of many other points. (This is not a problem encountered in medial skeleton construction through thinning, since the thinning is applied recursively and should always lead to only 26-connected components.)

To combat this issue, we extend the end-point test with a “corner template”, shown in Fig. 5(b). A point is considered an end-point if it has only one 26-connected neighbor, or if it has no more than one 6-connected neighbor and matches the template (and its rotations and mirrors) in Fig. 5(b).

The results of this thinning operation is a fully-connected, one-voxel-thin skeleton, shown in Fig. 4(d). This state of the map is referred to as the skeleton diagram for the remainder of the paper, and is analogous to the GVDs used for planning in 2D literature.

IV. SPARSE GRAPH GENERATION

To further sparsify the problem, we approximate the skeleton diagram with a sparse graph, using the steps described in this section.

A. Vertex Extraction

After our skeleton is only one-voxel-thick, we are able to extract vertices very simply: finding all edge voxels that have 1 or more than 3 26-connected neighbors that are edges. The results of this are shown in Fig. 6(a) with red circles indicating vertices. As can be seen, there are many redundant nearby vertices due to this definition. While they are technically correct, they clutter the sparse graph and add no new topologically-distinct paths.

In order to ensure that the graph we build in the next stage is as sparse as possible, we prune the vertices in the GVD. We build a k-D tree of the nearest vertices, and for each vertex in the GVD, find all other vertices that are within a
pruning radius $r_{\text{prune}}$. From these vertices, the one with the largest distance to obstacles is retained, and all others are removed. The results of this operation are shown in Fig. 6(b).

B. Edge Following

The next step is to trace straight-line edges between the sparsified vertices obtained from the previous section. The goal is to create a graph that is independent of the resolution of the underlying map, and is significantly faster to search through as all connectivity information is pre-computed.

We start with the filtered diagram vertices from the previous step. Each vertex is assigned a vertex ID, which is also marked in the diagram, and inserted into a map of vertex IDs to vertex information. For each vertex, we attempt to follow the diagram edges to find connections to other vertices.

This is done as follows: first, for each vertex, we check its 26-connectivity neighbors for edges. For each edge, we recursively follow it through the diagram, by checking all its neighbors and preferring those most in line with the current direction of the edge:

$$\min \left( (v_d - r_d) \cdot -n_d \right),$$

where $v_d$ is the direction taken to get to the current voxel, $r_d$ is the direction from the vertex, and $n_d$ is the direction from the current voxel to the checked neighbor.

Directions that are not followed are stored in a stack (FILO), and in case there are no more viable adjacent neighbors, the latest candidate is popped off the stack.

This procedure is followed until a vertex voxel is reached, then its corresponding entry in the sparse graph is found, and an edge connecting the originating voxel and the new one is created.

The results of the complete graph generation procedure, including edges shown as straight blue lines, is shown in Fig. 6(b). As can be seen, some edges do not sufficiently represent the structure of the underlying diagram: for instance, some curved edges are represented as straight lines and as a result pass directly through an obstacle. This is obviously undesirable in a graph used for planning.

C. Edge Splitting

In order to prevent edges going through non-free space, we split edges that deviate too far from the straight-line path. This is done as follows: first, for every edge in the graph, we use diagram A* (described below in Section V-B) to find the shortest path in the diagram from the start vertex to the end vertex. Every point in this diagram edge is then projected onto the straight-line between the start and the end vertex, and its distance to the line is calculated. If the maximum distance along this edge exceeds a threshold (for instance, we used twice the voxel size), then a new candidate vertex is created at the point on the diagram with maximum distance.

Making every candidate vertex into a real vertex gives the results in Fig. 6(c) while the edges now match the shape of the diagram edges, there are some cases where unnecessary vertices are created: that is, locations where there is already a vertex nearby that the edge should have been connected to instead. To counteract this case, we add another check before adding a candidate vertex as a new vertex: if there is another vertex within $r_{\text{prune}}$ of the candidate, then use diagram A* to verify that a valid connection exists to both the start and the end vertices. This vertex candidate is considered only if connecting to it reduces the maximum distance to the straight-line.

The results of this final step are shown in Fig. 6(d) where it can be seen that significantly fewer extra vertices are made, and shorter edges to existing vertices are established.

D. Disconnected Sub-Graph Repair

In some cases for large, cluttered maps, such as the maze we will use in Section VI-B some edges that are present in the diagram are not re-connected correctly in the sparse graph due to discretization error. This leads to multiple disconnected subgraphs.

We solve this problem by first determining the number of subgraphs and which vertices belong to them. For each vertex in the graph, if it is unlabelled with a subgraph ID, we assign it a new subgraph ID and perform the flood fill algorithm to label all the vertices that belong to its subgraph. The flood fill algorithm is a simple recursive depth-first search, where we set the label of each vertex, follow all the edges from that vertex, and continue until no un-labelled vertices that are reachable by edges remain.

After each vertex is labelled, we perform two steps: first, remove all subgraphs that contain only one vertex, as these are not helpful in planning. Second, attempt to connect all the remaining subgraphs to each other.

We do this by using A* through the skeleton diagram. We select the first labelled vertex in two disconnected subgraphs, and attempt to find a path between them along the underlying skeleton diagram. If A* is able to find a path, we trace back through it, checking every voxel along this path. For every voxel that is assigned a sparse-graph vertex ID, we record its ID and label. When the labels between two consecutive vertices change, we add an edge between those vertices and perform flood fill to re-label the new connected graph.

Note that this approach may connect more than just the start and end subgraph, if other disconnected subgraphs are encountered on the path. All new added edges are again checked for straight-line connectivity with the method described in the previous section.

We refer to the final state of this graph as the sparse graph for the purposes of planning.

V. Planning Algorithms

In this section, we will describe various ways to use the information contained in the ESDF, skeleton diagram, and sparse graph for path planning. These methods will be evaluated and compared in the results in Section VI-B. For each of these methods, we model the MAV as a sphere with a fixed radius. The GVD was generated with a minimum distance of this radius, so only valid traversible nodes are present in the graph.
For the first four planning methods, we focus on the goal of quickly finding a feasible initial path through the space, considering non-collision with obstacles as the only requirement. This initial path will then be refined to be a smooth, dynamically-feasible trajectory for the MAV using polynomial splines and the property of differential flatness, as described in Section V-E below.

A. A* through ESDF

The simplest method to find a path through the space is to run A* [2] on the ESDF voxels. For each voxel, starting from the start location, we expand its 26-connected neighbors and consider them part of the graph if their ESDF distance is greater than the robot radius. We use the straight-line distance to goal as an admissible heuristic, and accumulate voxel adjacency distances.

Though this approach is resolution-complete, it becomes prohibitively expensive in larger spaces or smaller voxel sizes due to the massive size of the graph.

B. A* through Skeleton Diagram

A much faster approach is to search only through the skeleton diagram. The heuristics and costs remain the same as in the ESDF A*, but a voxel is considered a valid neighbor if it is an edge or a vertex in the skeleton diagram.

One important consideration is that the start and end points may not necessarily be on the diagram. To counter this, we start an A* search through the ESDF from the start toward the goal, and abort as soon as it expands a vertex that is also on the diagram. We also start the same search backwards: from the goal toward the start. These two searches quickly find the start and end points on the diagram.

C. A* through Sparse Graph

The final speed-up is to traverse the sparse graph rather than the underlying diagram, as the graph keeps a mostly consistent size regardless of voxel size or noise level, as shown in Section VI-A.

We find the sparse graph vertices closest to the start and end points by searching for the nearest neighbors in a pre-built k-D tree structure. We then use A* to traverse the edges toward the goal vertex.

D. RRT through ESDF

We also compare to a more traditional method of global planning, based on sampling-based Rapidly-Exploring Random Trees (RRTs). We evaluate both RRT* [1], which is probabilistically-optimal (that is, it is guaranteed to find the optimal solution given infinite execution time) and RRT Connect [22], which has no optimality guarantees but in practice quickly finds a sub-optimal feasible path. In both cases, we treat unknown space as occupied and do collision-checking directly in the ESDF.

Unlike the search-based methods described above, which exhaustively search a graph toward the solution, RRT-based methods sample feasible points in the planning space and attempt to connect them to the existing tree. Once the goal state has been sampled and connected to the tree, the tree is traversed to get the final path. In RRT Connect, the tree is grown bi-directionally from both the start and goal. In RRT*, the initial path continues to be refined with shorter path-length solutions until a time limit is reached.

E. Dynamically-Feasible Trajectory Generation

Finally, given an initial straight-line path from any of these methods, we need to create a trajectory that the MAV can dynamically follow. We exploit the property of differential flatness to plan dynamically feasible polynomial splines. Since the splines may deviate from the initial straight-line solutions and no longer be collision-free, we use local trajectory optimization using the ESDF distances as collision costs to iteratively “push” the final trajectory out of collision, as described in our previous work [8], [9].

VI. EXPERIMENTS

In this section aims to validate our method on simulated and real-world data and analyze the effect of noise and voxel size on the resulting sparse graph. We also compare the different presented planning approaches, and finally show results on real maps from an MAV flight with generation of dynamically-feasible paths.

A. Sparse Graph Construction

We aim to show that the sparse graph construction method preserves the underlying structure of the scene, even in the presence of noise or different levels of discretization error (different voxel sizes). To do so, we construct a simulation...
Fig. 8: A comparison of the number of elements in the skeleton diagram (circles) and sparse graph (crosses). As can be seen, the voxel size and, to a lesser extent, noise level have a strong impact on the number of elements in the diagram, but the graph size stays mostly the same. This implies that the graph size is a function of the topology of the space, not the resolution or quality of the map.

Fig. 9: Sparse graph (dark blue edges and red vertices) and planning results through a 30 m by 30 m maze, autonomously explored by an MAV in simulation. Green shows the first RRT* path to the goal, yellow is A* through the ESDF, orange is A* through the skeleton diagram, and cyan is the search through the sparse graph.

TABLE I: Quantitative results for planning through the maze, shown in Fig. 9. Our method (sparse graph) is 800 times faster than the initial solution of RRT*, and even 50 times faster than the RRT Connect. It produces slightly longer paths since it is bound to the maximum-clearance graph.

<table>
<thead>
<tr>
<th>Planner</th>
<th>Time [s]</th>
<th>Path Length [m]</th>
<th>Solution Vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRT*</td>
<td>2.500</td>
<td>62.079</td>
<td>39</td>
</tr>
<tr>
<td>RRT Connect</td>
<td>0.1530</td>
<td>108.07</td>
<td>68</td>
</tr>
<tr>
<td>A* ESDF</td>
<td>452.3</td>
<td>72.26</td>
<td>627</td>
</tr>
<tr>
<td>A* Skeleton Diagram</td>
<td>0.0503</td>
<td>92.876</td>
<td>732</td>
</tr>
<tr>
<td>Sparse Graph</td>
<td>0.00328</td>
<td>86.178</td>
<td>110</td>
</tr>
</tbody>
</table>

world for which we have both the ground truth ESDF and are able to simulate synthetic viewpoints within this space, optionally corrupted by noise.

We generate the skeleton diagram and sparse graph for a variety of voxel sizes and noise magnitudes, shown in Fig. 7. The top row shows the sparse graph built from perfect ground truth data acquired from the simulation. The following nine scenarios show the same simulated world, reconstructed from 200 randomly selected robot poses with a simulated depth sensor. The sensor has a 90° field of view and 320 × 240 resolution. Optionally, we apply independent Gaussian noise to each distance measurement, with \( \sigma = 0.1 \) or 0.2. These scans are then incrementally integrated into a Truncated Signed Distance Field (TSDF), and we construct the ESDF from this TSDF using full Euclidean distances, as described in our previous work [10].

While it can be seen that noise and discretization error corrupt the graph by adding extraneous edges, the fundamental structure of the graph remains the same.

Another important effect of the sparse graph representation is that its size stays largely constant regardless of the size of the underlying diagram. This is shown in Fig. 8, where we compare the number of elements on the skeleton diagram (circles) and in the sparse graph (crosses). Even though the voxel size (and to a lesser extent, noise level) has a large impact on the number of elements in the skeleton diagram, the number of elements in the graph remains almost constant. This shows the robustness of our approach to different resolutions and corruption by noise.

B. Planning

To evaluate the ability of our method to very quickly generate initial feasible paths through complex environments, we set up a maze environment in simulation, and allowed a simulated MAV equipped with a forward-facing stereo camera to autonomously explore it using a next-best-view exploration algorithm [23]. The maze environment is 30 m by 30 m, represented by a map with 10 cm voxels. We then take the map created from this exploration and generate the ESDF, skeleton diagram, and sparse graph from it.

We use the methods described in Section V to plan between two locations in the maze, shown in Fig. 9. As can be seen, the sparse graph representation of the maze (red vertices and dark blue edges) appears to be a good descriptor of the underlying structure. While all the planning methods find largely similar paths, there are a few differences, since ESDF A* (yellow) and RRT* (green) are not bound to staying on the diagram (orange) or sparse graph (cyan).

However, the major difference is in the execution time, shown in Table I. The RRT* takes approximately 2.5 seconds to find the initial solution, while an A* search through the complete ESDF takes over 7 minutes. In contrast, a search through the diagram takes only 50 ms, and the sparse graph search takes only 3 ms.

It is also interesting to look at the path lengths; clearly our proposed method does not produce the shortest paths. It does produce the maximum-clearance path through this space, and can be further shortened by polynomial smoothing and optimization, as described in Section V-E. The most important advantage of our method is that it takes almost
3 orders of magnitude less time to find this initial path using the sparse graph search than using RRT*.

C. Platform Experiments

To demonstrate the feasibility of this method on real data, we performed a flight through a machine hall with a custom-built drone, using ORB SLAM2 for state estimation and loop closure, and dense mapping of RGB-D data through the submapping approach described by Millane et al. [24]. This shows the intended use-case of this work: performing an initial exploratory flight with an MAV, quickly constructing a skeleton of the optimized map as shown in Fig. 10 and then using the topological map to rapidly plan return paths.

The results are shown in Fig. 11 where the sparse graph edges are shown in black, an initial path through the graph in yellow, and we use the techniques described in our previous work to get an initial dynamically-feasible polynomial path through a subset of the vertices (orange) and optimize it to be collision-free (red) [8], [9]. A video showing the experiments and results is available at [youtube](https://www.youtube.com/watch?v=U6rk-SPDNW).

This shows that we are able to quickly produce useful topological graphs to aid in global path planning from real sensor data from an MAV.

VII. CONCLUSIONS

In this paper, we proposed a method to build 3D skeleton diagrams and sparse graphs that maintain the topology and connectivity of the original space, by using a combination of techniques from 2D Voronoi Diagram-based planning and 3D graphics skeletonization literature. Our method is robust to noise and resolution changes, and is shown to speed up global planning search queries by up to 800 times over initial solutions to RRT*. We also show its applicability to real maps built in-flight on an MAV, and demonstrate how our graph can be used to plan optimized trajectories based on the fast initial solution. Future work would include adding clearance information to the sparse graph and making the method completely incremental.
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